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Introduction
The ubiquity of Internet technologies enables the creation of new forms of digital labour that leverage the data-processing skills of the crowd. Prior barriers to human mobility, participation and engagement such as geographical remoteness and incumbent organisations and practices are rapidly dissolving in the digital age (Manyika et al. 2014). The transition from hierarchal to distributed network structures, from proprietary ownership to open-source standards and models of exchange that include contributory as well as market transactions (Rejeski 2012, Benkler et al. 2013) is underwritten by a multiplicity of established and emergent rules and practices. The role and contribution of distributed human-computation practices to the development of virtual information and communication platforms for crisis and emergency management is opening new areas for research. Human-computation practices were initially created by ‘spontaneous’ groups of locally affected citizens using mobile devices and social media networks. These organically self-organised groups shared information and insights as emergencies and natural disasters unfolded. Subsequent to these early instances of information crowdsourcing, innovative and self-organising work units have developed that use the ‘cognitive surplus’ of the crowd and ‘aggregated intellectual skills’ to gather and process critical emergency information.

To date, much of the research emphasises the role of technology over the social implications of digital labour. This paper examines the structures and practices of these virtual processes through a focus on digital labour and microtasking for emergency management as an evolving socio-technical adaptation. Microtasking merges the capabilities of distributed human cognition with communication technology to address a range of information management challenges during emergency situations that could improve logistics response.

Microtasking is sometimes conflated with terms such as ‘crowdsourcing’, ‘microwork’, ‘crowdwork’ and in some cases ‘human computing’. Likewise, the term crowdsourcing has been used alongside human computation, collective intelligence, or social computing (e.g. Quinn & Bederson 2011, Michelucci 2013). The intersections between these domains are noted as they coincide in their focus on horizontal processes that engage large numbers of individuals working towards clearly defined goals. Research on crowdsourcing has already provided comprehensive reviews of the many definitions of the term.
From crowdsourcing to microtasking

Microtasking, as shown in Figure 1, is a special sub-type of human computation where tasks involving different degrees of complexity are divided into smaller and independent microtasks (Luz et al. 2014). The literature has identified some defining elements when it comes to:

• size – a large number of small unit tasks that are aggregated to form a large project
• scale – undertaken by a large number of distributed individuals
• temporal and spatial span – short tasks conducted online either individually or collaboratively
• human intelligence involvement – tasks cannot be fully automated and include routine and specialist skills.

Microtasking entails the modularisation of problems into microtasks of varying granularity that are processed by a distributed digital labour force. These microtasks are published on computational platforms (e.g. Mechanical Turk, CrowdFlower or ShortTask) that distribute tasks to crowds of workers. The most recent microtasking platforms include the use of blockchain technologies to support large-scale, decentralised collaboration based on distributed governance models (e.g. Backfeed). Through the use of blockchain technology, an open distributed database can be established to record inputs from volunteers, which once entered cannot be altered retroactively.

The key distinction between microtasking initiatives such as crowd science projects, commercial platforms and virtual information management for disasters and emergencies is the open availability of the information products that these systems produce. Crowdsourcing initiatives are premised on the ‘open sharing of intermediate inputs’. Commercial platforms have exclusive property rights, while the crowd-sourced emergency information is subject to increasing demands for privacy and confidentiality (due to the vulnerability of disaster-affected populations, particularly unaccompanied minors).

There are two basic models of microtasking practice that are differentiated on the basis of task definition, process management, participant incentives and the nature and purpose of the final product (Novak 2013: pp. 422–425). The first model, Amazon’s Mechanical Turk, invites participants to conduct ‘small-scale, granular tasks for a few cents apiece’ (Bollier 2014: p. 33). This model is structured as a linear workflow system whereby distributed individuals execute basic
tasks or ‘atomic units’ requiring minimal skills or ‘little cognitive effort’ for financial reward (Novak 2013, p. 422, 431–33). The tasks are predetermined and conducted independently as ‘parallel work’ and in some cases are aggregated later towards a larger task (Novak 2013, p. 423). ‘Atomic’ tasks occupy a problem area that is ‘well-structured’ with modes of execution that are ‘well mapped out’ and require little interactivity between individual workers (Franzoni & Sauer mann 2013, p. 10). The purpose of this form of microtask is to minimise costs but obtain ‘high-quality results’ (Saito et al. 2014, p. 401). However, the emphasis on labour flexibility as a cost-saving strategy has drawn criticism that this type of crowdwork is ‘exploitative labour’ (Kittur et al. 2013) and may be regarded as the reinvention of digital and virtual ‘sweatshops’ (Blumberg 2013a, p. 3, Bollier 2014, p. 34); a new form of Tayloristic assembly line production (Novak 2013, p. 422) or unsatisfying ‘assembly-line piecework’ (Kittur et al. 2013, p. 1).

Platforms such as UpDesk allow skilled individuals to access fee-for-service projects, and InnoCentive, invites participants to select research and technical tasks for payment as a form of ‘enterprise crowdsourcing’ (Bollier 2014, p. 6, 34). The tasks offered on these platforms conform to the definition of ‘macro’ tasking as specified by Saito and colleagues (2014, p. 400). The atomic or primitive microtask requires individuals with basic skills to perform simple tasks that are centrally managed as commercial projects (Novak 2013, p. 422). These projects solicit open mass participation but both their processes and products are closed and subject to intellectual property agreements (Franzoni & Sauer mann 2013, p. 9).

Blumberg (2013b, pp. 6–7) identifies a set of common characteristics for atomic microtasks:
• tasks are simple and repetitive
• task workers are single-user
• task execution is non-interactive
• tasks do not require expertise or high-level skills.

He contrasts these features with an evolved form of crowdsourcing that entails recruiting ‘many minds’ for sophisticated problem-solving projects (2013b, pp. 5–7). The literature suggests that microtasking has evolved from the atomic prototype to also include new forms of knowledge production that requires workers to interact in order to address complex problems.

The common features of microwork that span these initiatives in emergency management include:
• the engagement with crowd-generated disaster intelligence
• the modularisation of tasks to process this intelligence
• the lateral and collaborative nature of the workflow
• the use of open-source digital platforms
• the deployment of a digital volunteer workforce.

Differences emerge in how each initiative is structured and managed, how volunteers are recruited and the extent to which processes are formalised or remain flexible. The following case studies review three different examples of operational practices that use microtasking as a workflow methodology. The focus is on task definition, process management and the nature and purpose of their information management goals.

Case study 1: Emergent microtasking – Haiti Mission 4636

Mission 4636 is an example of an emerging, organic, volunteering initiative that arose during the 2010 Haiti earthquake crisis. A detailed empirical analysis of Mission 4636 can be found in Munro (2013). Mission 4636 was established in partnership with the local telecommunications provider Digicel, to allow the local population to send information through SMS about their situation and needs. At the time, 75 per cent of the population owned a cellphone and around 70-80 per cent of cell phone towers were still operational after the earthquake. The number 4636 was advertised as the medical emergency number through local and diaspora radio stations and through word-of-mouth.

The purpose of Mission 4636 was to gather the SMS information and process it into structured reports. The messages received on the 4636 site were mostly in Kreyòl or French and did not encode the sender’s location. Within weeks 2000 Kreyòl and French speaking volunteers from 49 countries were recruited to translate the messages. They were mainly recruited through Facebook and personal networks as there were concerns about reliability, privacy and security issues with an open-call process.

Using a basic microtasking platform, volunteers read, translated and structured messages according to different categories and geolocated callers onto a map and documented missing person information. These formed the four classes of sub-tasks: translation, categorisation, mapping and documenting.

Tasks were undertaken by volunteers on computers using a split screen format with the unstructured report on the left and the relevant plug-in on the right. After these microtasks were completed, the restructured and classified data was sent in English to relevant international response agencies. These agencies defined the types of reports that could be ‘actionable’ and later in the process specified the categories of data that would be most useful (Munro 2013, p. 216). In this case the leading agency was the U.S. military under the supervision of the U.S. State Department.
The respective labour allocation ratios for all tasks (translation, categorisation, mapping and documenting) were respectively 25:5:20:10. The largest task was the translation component, which underwrote and enabled the following tasks and, as Munro (2013) states, the work undertaken by other agencies such as Ushahidi-Haiti (2013, p. 229). Task execution was also supported by a collaborative facility of a basic chat room application. Approximately 1000 workers used this facility to discuss issues such as correct translation for vernacular idioms and acronyms as well as the correct location of areas with non-official place names. This system of peer review improved the quality and accuracy of information (Munro 2013, pp. 230–36).

The main purpose of Mission 4636 was not search and rescue or targeted medical response but to establish situational awareness, monitor changing conditions, track needs and vulnerabilities and direct aid to large populations (Munro 2013, pp. 218–19). These populations included at-risk and vulnerable groups, as well as hospitals and clinics outside the national capital that required supplies. The U.S. military received these structured reports as ‘the main responders to messages sent to Mission 4636’ (Munro 2013, p. 216, 218, 255).

Mission 4636 established an operational model that has become the template for subsequent virtual initiatives, with the ‘development of workflows and protocols to inform response, recovery, and rebuilding efforts’ (Liu 2014, p. 403). At that time the mission was an emergent and improvised response but has become an established or extending model and virtual crisis information is now an established ‘feature of crisis events’ (Cobb et al. 2014, p. 3).

The 4636 Emergency Response Process shows the flow of information and collaboration used in Haiti.

Case study 2: Hybrid microtasking – Humanity Road

The second operational practice is illustrated by Humanity Road, an initiative that transitioned from beginnings in 2010 as an ‘emergent’ digital volunteer group to an incorporated not-for-profit organisation. Starbird and Palen (2013) demonstrate how a virtual organisation provides a technology-supported ‘civic response’ to emergencies by monitoring ‘social media’ posts (mainly Twitter) and processing received data to ‘create information resources for victims and responders’ (Starbird & Palen 2013, p. 1). The organisation structure comprises a core group of volunteers who act as a leadership group and recruit from a global spread of ‘episodic volunteers’ during a crisis so that volunteers can formally register or activate when needed. The work of the organisation spans the emergency cycle and operates between declared emergencies (Starbird & Palen 2013, p. 3).

The workflow during an emergency is structured by ‘pre-articulated tasks’ that have been tested in prior events and are also flexible and adaptable to accommodate necessary changes and improvise for unanticipated contingencies. These adaptations may subsequently be formally incorporated as routine work practices (Starbird & Palen 2013, p. 5). The main objective is to collect, verify, filter and synthesise relevant information from social media sources and restructure data into standardised reports as resources for the disaster-affected populations and response agencies (Starbird & Palen 2013). After a disaster strikes the Humanity Road management group decide how they can contribute and what resources are required.

The main objective is to ascertain situational awareness by:

- identifying on the ground and official sources
- gathering and verifying this information
- sharing data through the platform’s Urgent Events window.

An Event Diary document is established and is coordinated by an editor. Once an event is posted into the Urgent Events window, the leadership group activate a Disaster Desk on a Skype chat platform. This desk has designated areas as virtual workrooms where volunteers can access and process relevant disaster-related information.

Different categories of information are posted into segregated windows and include an account of the disaster event; websites and Twitter accounts to consult, official hashtags to follow, official warnings and hospital and shelter details. Useful information and updates from official sources are also ‘amplified’ and re-routed to target groups and to the public. The activity responds directly with updates to people within disaster zones (2013, p. 4).

As Cobb and co-authors (2014, p. 3) suggest ‘... emergent organisations of remote actors connected through social media are now a feature of the disaster response milieu’. Humanity Road spans both ‘emergent’ and ‘established’ dynamics. It has established stable routines that have been tested in prior events and incorporates ‘episodic’ volunteers that converge for single events and are open to and actively incorporate spontaneous ‘emergent’ volunteer practices.

Source: Humanity Road website http://humanityroad.org/.
Conclusion

This paper examined the role, types and forms of virtual microtasking for emergency information management to enhance collective intelligence processes to improve emergency response. The three examples presented demonstrate the functions of microtasking and the role in emergency management. The continuum that was drawn from microtasking for emergency management shows clear differences in terms of task structure and complexity as well as task management. While some tasks are simple or atomic, for example, checking and listing relevant websites, other tasks are more complex, such as translation, interpretation and classifying visual data.

Case study 3: Agency-driven microtasking – Virtual Operations Support Team

The Virtual Operations Support Team (VOST) model was established in 2011 during a series of emergencies in the U.S. and has been subsequently replicated on a global scale. VOSTs process crowd-sourced information on behalf of emergency agencies that lack relevant capacity or resources. They also mediate between agencies and the engaged community (Reuter 2014). VOST organisations comprise both volunteer and emergency personnel as known ‘trusted agents’ who are pre-accredited to perform tasks when emergencies unfold.

The role of a VOST is to process crowd-sourced information through a distributed task-assignment structure using cloud-based tools in alignment with formal response agencies (Cloutier 2014). During an emergency, VOSTs operate as a virtual organisation but are distinguished from other volunteer groups as they have ‘a formal connection with an emergency response team during an event’ (Cobb et al. 2014, p. 6). They respond to requests from official agencies that also determine reporting parameters and have structural interoperability and procedural standardisation with these organisations (Cobb et al. 2014, p. 6).

The VOST workflow begins with the establishment of an event-specific incident workbook segmented into different work pages. Remote volunteers sign in through Skype to the team leader account and log their details on the General Availability Table work page. The team leader sets out the workflow tasks and tools for volunteers. The main tasks for designated workers include:
- conduct searches of relevant sites and Twitter hashtags
- log relevant information onto a curation page
- post-emergency location information to a crowdmap.

There is also a collaborative facility (chat room) that hosts a ‘backchannel conversation’ process whereby workers discuss the value and accuracy of incoming information (Cobb et al. 2014, p. 5). The team leader will aggregate the data to a predesigned template and send reports to agencies at times predetermined by an agency manager. As Cobb and co-authors (2014) suggest, although the workflow practices of a VOST is ‘collaborative, the interoperability between VOSTs and official agencies accrues to an alignment in organisational structures’ (2014, p. 5). The microtasking function to process information sits within a hierarchical structure.

The VOST acts as an information management bridge between official agencies and the crowdsourcing public during emergencies. The VOST model may have originated as an ‘extending’ formation (non-routine tasks with existing structures) but has quickly become an ‘established’ formation (formal tasks with existing structures) with an authorised organisational structure and a formal reporting relationship with official agencies on whose behalf it manages information in the digital sphere. In this respect they are also an ‘extending’ structure as they conduct what are currently non-routine tasks for an existing emergency management structure. VOSTs use volunteers with professional emergency experience in the digital sphere although there will be a point when digital operations will become an ‘established’ practice. Although the VOST model has been replicated across many countries it is an operational format that is focused on domestic emergencies.

Case studies demonstrate that tasks are generally structured and not ill-defined although the eventual aggregation of processed data contributes to a defined understanding or situational analysis. The modularisation and structure of the workflow is such that experienced volunteers can self-select tasks that are more complex or require technical knowledge with new entrants assigned to simple tasks. In this respect the skills and experience of digital labour contributes to a structuring effect and supports self-organising. Task management along the continuum also requires mixed approaches, that is, combinations of orchestrating, monitoring, guiding, trouble-shooting and directing. The information management continuum requires informed decision-making.
whereby task modules are structured to facilitate a workflow and processed information is aggregated into reports. Thus, microtasking contributes to different stages of the emergency cycle.

The account of Mission 4636 and HR indicate the role of a ‘management team’ with oversight over the workflow, and decision-making responsibilities. However, these roles are tactical and not directive. The management team appear to make decisions collectively or decisions are brought about by the logic of the process. The collaborative function evident in all three studies also addresses the significant ‘cognitive load’ and the stress that volunteers experience when processing a large volume of incoming data within a restricted time window and provides a virtual timeout with mutual support.

The case-study approach adopted in this paper has limitations. All the case studies represent post-event occurrences, which didn’t consider real-time social media uptake of volunteered information. Future research should evaluate the value of microtasking for emergency management agencies over the emergency lifecycle, which includes pre, during and post disaster phase. Furthermore, the relative merits and costs of the three approaches should be examined to assess their appropriateness to different types of disasters. Time ambiguity and resource scarcity often impede the effective and efficient response to an emergency call. Emergency organisations should update the processes, tools, training and organisational culture to enhance organisational resilience to enable rapid response to emergency needs and changes in situations environments (Mees et al. 2016) while still controlling costs and quality.

References


About the authors

Dr Marta Poblet is an Associate Professor at RMIT University. Her research interests cover areas in the intersection of law and technology, including mobile technologies, open data, crowdsourcing, conflict and disaster management and crisis mapping.

Dr Mari Fitzpatrick works as a researcher at RMIT University. Graduate School of Business and Law. She has a PhD in Social Anthropology.

Dr Prem Chhetri is Professor of geo-logistics at RMIT University. His research interests include urban fire and emergency planning, logistics clusters, innovation and growth and port logistics.